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Abstract 
This study introduces a new method for measuring uranium, thorium decay chains, and 40K in geological materials 
using NaI:Tl gamma spectrometry. The novel approach involves fitting data to model reference spectra via custom 
software, processing full mixed spectra to estimate pure component spectra quantifying radionuclides concentra-
tions and evaluating their correlations. These correlations are crucial in calculating environmental dose rates for 
trapped charge dating. The methodology was validated using a Canberra InSpector 1000 spectrometer, with results 
cross-checked against high-resolution gamma spectrometry. With the use of the μRate web application, dose rates 
uncertainties were lowered by including correlated inputs, which results in improved precision in trapped charge 
dating. 
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1. Introduction 

Trapped Charge Dating (TCD) includes various tech-

niques like Optically Stimulated Luminescence (OSL), 

Thermoluminescence (TL), and Electron Spin Resonance 

(ESR), and is frequently employed in earth sciences and 

archaeology to calculate ages based on equivalent doses 

and dose rates (Adamiec, 2005a, 2005b; Bejarano-Arias et 

al., 2023; Bluszcz and Adamiec, 2006; Brill et al., 2022; 

Ginter et al., 2022; Moska et al., 2019; Panin et al., 2017; 

Perić et al., 2022; Sontag-González et al., 2021). The dose 

rate arises from the uranium and thorium decay chains and 
40K and usually to a lesser extent from cosmic rays. Those 

radionuclides in environmental materials are frequently 

measured by means of gamma spectrometry (Murray et al., 

2015; Bonczyk, 2018; Murray et al., 2018; Michalik et al., 

2020). Due to low environmental radionuclides concentra-

tions, the measurements are time-consuming and 

shortening the measurement time will limit the dose rate 

precision and, consequently age precision. 

To detect gamma radiation in the field or in collected 

samples, thallium doped sodium iodide (NaI:Tl) scintilla-

tors are used. Such a scintillator is coupled to a photomul-

tiplier tube which converts the photons originating from 

scintillations into electrical signals. The interactions giv-

ing rise to scintillations include the photoelectric effect, the 

Compton effect, and pair production. The photoelectric ef-

fect gives peaks in spectrum that are characteristic for spe-

cific radionuclides (Bonczyk, 2018; Mauz et al., 2022; 

Murray et al., 2018; Arnold et al., 2012) that allows radi-

onuclide identification and radioactivity concentration 

measurements. 

In some works, a signal beyond photopeaks is analysed 

(Bu et al., 2018, 2021; Duval and Arnold, 2013; Hendriks 

et al., 2001; Kumar et al., 2022; Mercier and Falguères, 

2007; Rhodes and Schwenninger, 2007). Those methods 

analyse not only the photoelectric effect, i.e. the pho-

topeaks, but also the entire range of electron energies cre-

ated by the Compton effect and by pair production. This 

has the advantage of providing better count rate statistics 

when compared to analyzing peaks when only certain 
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narrow fragments of spectrum are analyzed. Full spectra 

analysis is therefore an alternative that allows shortening 

the measurement time.  

In this work we aim to investigate how full spectrum 

analysis can improve the dose rate precision measured in 

environmental materials for TCD, by taking into account 

correlations that arise when estimating the uranium decay 

chain, thorium decay chain, and 40K activity concentration. 

2. Experimental section 

2.1. System construction 
The investigated system is based on a portable gamma 

NaI:Tl spectrometer scintillation detector InSpector 1000 

manufactured by Canberra Industries, Inc. with 2” × 2” 

NaI:Tl probe. The detector and the sample chamber are in-

side a passive shield that is built from high purity copper 

and old lead with thicknesses of about 5 mm and 10 cm, 

respectively. The internal volume was kept as small as pos-

sible to minimise the influence of 222Rn daughter nuclides 

decaying in the measurement chamber. Schematic cross-

section and block diagram are provided in Fig. 1.  

Before and during each measurement, the system was 

kept in an air-conditioned laboratory at 20–22 °C and 30–

40% relative humidity. This was done to minimize temper-

ature drift correction (Bu et al., 2018). 

2.2. System calibration and measurement setup 
The system was calibrated using reference materials from 

the International Atomic Energy Agency (IAEA), namely 

IAEA-RGU-1, IAEA-RGTh-1, and IAEA-RGK-1. The 

IAEA-RGU-1 and IAEA-RGTh-1 were prepared by the 

Canada Centre for Mineral and Energy Technology. These 

standards originated from a uranium ore named BL-5 and 

a thorium ore called OKA-2, respectively. To create these 

standards, the raw materials from these ores were diluted 

with silica powder that had minimal uranium and thorium 

concentrations. Due to the geological source of the mate-

rial and information from the IAEA, the decay chains in 

these reference materials are assumed to be in secular equi-

librium with their parent activity concentration. The 

IAEA-RGK-1 standard was produced using high-purity 

potassium sulphate (99.8%). Another reference material 

was created by mixing IAEA-RGU-1, IAEA-RGTh-1, and 

IAEA-RGK-1 by equal weights. Table 1 contains the rec-

ommended radionuclide concentrations in IAEA-RGU-1, 

IAEA-RGTh-1, and IAEA-RGK-1 certified reference ma-

terials, which are used for calibration.  

Each of the reference and test samples was dried, and 

100 mL of granular material was placed in a separate 

γBeaker container and sealed. The γBeaker containers ef-

fectively prevent 222Rn leakage, with a leakage rate close 

to 0% (Poręba et al., 2020; Tudyka et al., 2021). Before 

measurements, all samples were weighed. Subsequently, 

reference and test samples were stored for about 30 days 

to obtain secular equilibrium to avoid bias arising from 
222Rn emanation (Markkanen and Arvela, 1992; Sakoda et 

al., 2010, 2011; Seo et al., 2001). The background was 

measured using an empty γBeaker container. 

2.3. Spectra processing and deconvolution 
The obtained spectra are saved in a file with a *.CNF 

extension (Canberra Nuclear File) and transferred to a 

computer. Next, a program written specifically for this 

study reads them. For reading CNF files, an implementa-

tion from the project ‘CNFreader’ on GitHub (Condori, 

2020) was used, also allowing saving of the read values 

into a text file. 

To avoid channels without counts that would bias the 

fitting and to reduce the computation time, each spectrum 

is reduced from 1024 channels to 64 channels by summing 

counts from 16 consecutive channels. The program loads 

the reduced spectra from both the background and refer-

ence materials, followed by the reading of unknown sam-

ple spectra. 

As input data, L + 1 reference materials with known U 

decay chain, Th decay chain, and 40K are collected. At least 

 

Fig. 1. Schematic cross section and block diagram of the gamma spec-
trometer system. 

 

Table 1. Recommended radionuclide concentrations in IAEA-RGU-1, IAEA-RGTh-1, and IAEA-RGK-1 certified reference materials used for spectrometer 
calibration. Reference values were converted to Bq kg-1, assuming an abundance of 99.28% 238U. Uncertainties are expressed as 1σ. 

name 

238U activity concentration,  
(Bq·kg-1) 

232Th activity concentration,  
(Bq·kg-1) 

40K activity concentration,  
(Bq·kg-1) 

value uncertainty value uncertainty value uncertainty 

IAEA-RGTh-1 78 6 3250 180 6.3 3.2 

IAEA-RGU-1 4941 99 < 0.63 N/A < 4 N/A 

IAEA-RGK-1 < 0.01 N/A < 0.04 N/A 14180 160 
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three of them need to contain linearly independent U decay 

chain, Th decay chain, and 40K concentrations. Those spec-

tra are stored in the form of row vectors consisting of count 

rates (N) in consecutive channels in s-1 as follows: 

M, 0NR = [M, 0NR, 0, M, 0NR, 1, ..., M, 0NR, 63], (1a) 

…, 

M, LNR = [M, LNR, 0, M, LNR, 1, ..., M, LNR, 63], (1b) 

where M, 0NR denotes the first reference material, and M, 

LNR the last. At least three linearly independent reference 

materials need to be used for calibration. 

In addition, the measured background spectra are 

stored in the same form: 

MNBG = [NBG, 0, NBG, 1, ..., NBG, 63]. (2) 

Similarly, for each concentration, that is, U decay chain, 

Th decay chain, and 40K, the three pure theoretical corre-

sponding spectra T, ThM, T, UM, and T, KM are defined, 

where each term is expressed in s-1/ (Bq kg-1). Those three 

theoretical spectra are corresponding pure U decay chain 

or Th decay chain or 40K. Three pure theoretical they are 

stored in the form of row vectors consisting of count rates 

in consecutive channels: 

T, ThM = [T, ThM0, T, ThM1, ..., T, ThM63], (3a) 

T, UM = [T, UM0, T, UM1, ..., T, UM63], (3b) 

T, KM = [T, KM0, T, KM1, ..., T, KM63]. (3c) 

Next, we form the residual sums of reference materials 

R, 0RS = M, 0NR - (T, ThM · ThAR, 0 · fR, 0 +  

 T, UM · UAR, 0 · fR, 0 + T, KM · KAR, 0 · fR, 0 + MNBG), (4a) 

…, 

R, LRS = M, LNR - (T, ThM · ThAR, L · fR, L +  

 T, UM · UAR, L · fR, L + T, KM · KAR, L· fR, L + MNBG) (4b) 

and unknown sample 

SRS = MNS - (T, ThM · ThA · fs +  

 T, UM · UA · fs + T, KM ·T, KA · fs + MNBG). (5) 

Where ThAR, 0, UAR, 0 and KAR, 0 represent thorium, uranium 

and potassium radioactivity concentration (Bq kg-1) in first 

reference material, respectively. Similarly, ThAR, L, UAR, L 

and KAR, L correspond to the last reference material meas-

ured. Next, the masses are normalized with f terms. Finally, 

ThAR, 0, UAR, 0 and KAR, 0 are respectively thorium, uranium 

and potassium radioactivity concentration (Bq kg-1) in an 

unknown sample. 

Then the weighted residual sum of squares is mini-

mised  

argmin(∑(R, iRS ๏ R, iW)(R, iRS ๏ R, iW)T +  

 (SRS ๏ SW)(SRS ๏ SW)T) (6) 

by adjusting arguments ThA, UA, KA of radionuclide con-

centration as well as three pure theoretical net spectra T, 

ThN, T, UN and T, KN. The symbol “๏” represents the ele-

ment-wise product, also known as the Hadamard product. 

R, iW = [R, iσ0
-1, R, iσ1

-1, …, R, iσ63
-1] and SW = [Sσ0

-1, Sσ1
-1, 

…, Sσ63
-1] are row vectors of Poisson uncertainties in cor-

responding channels of measured reference materials and 

unknown samples. This step is done using the Trust Re-

gion Reflective algorithm (Branch et al., 1999). In addition, 

the covariance matrix is estimated based on a linear ap-

proximation to the model function around the optimum 

(Vugrin et al., 2007). This operation is implemented in Py-

thon using NumPy (Harris et al., 2020) and SciPy (Vir-

tanen et al., 2020) libraries. The covariance matrix is used 

to determine how the radioactivities of thorium, uranium, 

and potassium vary in relation to one another. 

Fitting is concentrated on the central part of the spec-

trum, because the low as well as the high energy parts of 

the spectrum do not contain useful and stable information 

(Kumar et al., 2022; Mercier and Falguères, 2007). In our 

study, we used the 770-2900 keV range, where curve fit-

ting described both, the reference spectra as well as the un-

known sample spectra, well. 

In summary this allows us to perform spectra deconvo-

lution into pure U decay chain, Th decay chain, and 40K, 

assess radioactivity concentrations and their covariance 

matrix. After spectra deconvolution each theoretical spec-

trum T, ThM, T, UM and T, KM is scaled by the corresponding 

radioactivity ThA, UA and KA so that after adding the back-

ground spectrum MNBG we obtain the best possible match 

with our measured spectrum. This effectively allows us to 

retrieve radioactivity concentrations ThA, UA and KA and 

how those radioactivity concentrations can change with 

relatives to each other. 

2.4. Dose rate calculations 
In TCD, radionuclide concentration is used to calculate 

the environmental dose rate received by natural dosimeters 

such as quartz or feldspar. Apart from the radionuclide 

concentration, this environmental dose rate depends on 

several factors, including the size of the natural dosimeters, 

water content, and the so-called a-value, which accounts 

for the differing luminescence response to alpha and beta 

particles. In this study, we investigated dose rate calcula-

tions for arbitrarily chosen parameters that frequently ap-

pear in such contexts. To estimate dose rates we used val-

ues that are typically used in luminescence dating (Ginter 

et al., 2022; Pawełczyk et al., 2023). We drew 50000 ran-

dom radionuclide concentrations i.e. 238U, 232Th decay 

chains, and 40K from a multivariate normal distribution us-

ing a covariance matrix from fitting. Next, the 238U, 232Th 

decay chains, and 40K concentrations were converted to 

dose rates using values provided by Cresswell et al. (2018). 

The a-value is used to account for different interactions of 

α particles with matter (Aitken, 1985a) and was set to 0.04 

± 0.02 (Lai et al., 2008). Water content was assumed to be 

10 ± 5% (Aitken, 1985b; Aitken and Xie, 1990). Such 
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values are frequently reported in TCD of geological sedi-

ments. Next, fraction correction for 90–125 μm grains was 

applied following Brennan et al. (1991) and Guérin et al. 

(2012). Calculations were performed in the μRate web app 

which can include covariances of radionuclides (Tudyka et 

al., 2023). The detailed calculation procedure was pub-

lished earlier (Tudyka et al., 2023). Accounting for corre-

lated results is expected to enhance the precision of the ob-

tained results (Rocznik et al., 2023; Tudyka et al., 2020). 

The algorithm described was tested using the following 

reference materials: IAEA-RGU-1 (Fig. 2), IAEA-RGK-1 

(Fig. 3) and IAEA-RGTh-1 (Fig. 4). Background measure-

ments were also taken (Fig. 5). The radionuclide concen-

trations in the artificial reference material, labelled as MIX 

(Fig. 6), estimated by the developed software, was found 

to be in perfect agreement with the known concentration 

(one third of each of the reference materials). 

2.5. Materials and measurements 
All measurements were conducted using a gamma ra-

diation spectrometer equipped with a scintillation detector 

InSpector 1000 manufactured by Canberra, which is typi-

cally used as a portable spectrometer for field measure-

ments of activity. Once calibrated, it can be used in arbi-

trary conditions, in the field or in a laboratory, to determine 

the activity of natural radionuclides for the uranium, tho-

rium series, and 40K. For this purpose, it is sometimes used 

to determine dose rates during luminescence dating of 

rocks and sediments (Moska et al., 2021). 

The average measurement time was 24 hours, and the 

number of channels was equal to 1024. We analyzed nine 

sediment samples from two locations. The first series, la-

beled ‘JB,’ comprised six clay sediment samples. The sec- 
 

 

Fig. 3. Reference material spectra processed 
and decomposed by the proposed al-
gorithm for: RGK-1. An unknown spec-
trum (blue line) was matched to a fit-
ted spectrum (purple line), from which 
background (orange line), thorium 
(green line), uranium (red line), and 
potassium (pink line) were calculated. 
Residuals of the fitted spectra decon-
volution are shown in inset. 

 

 

Fig. 2. Reference material spectra processed 
and decomposed by the proposed al-
gorithm for RGU-1. An unknown spec-
trum (blue line) was matched to a fit-
ted spectrum (purple line), from which 
background (orange line), thorium 
(green line), uranium (red line), and 
potassium (pink line) were calculated. 
Residuals of the fitted spectra decon-
volution are shown in inset. 
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Fig. 6. Reference material spectra processed 
and decomposed by the proposed al-
gorithm for a 1 : 1 : 1 mixture of RGK-
1, RGTh-1, and RGU-1, labeled as MIX. 
An unknown spectrum (blue line) was 
matched to a fitted spectrum (purple 
line), from which background (orange 
line), thorium (green line), uranium 
(red line), and potassium (pink line) 
were calculated. Residuals of the fitted 
spectra deconvolution are shown in inset. 

 

 

Fig. 5. Reference material spectra processed 
and decomposed by the proposed al-
gorithm for the background sample. 
An unknown spectrum (blue line) was 
matched to a fitted spectrum (purple 
line), from which background (orange 
line), thorium (green line), uranium 
(red line), and potassium (pink line) 
were calculated. Residuals of the fitted 
spectra deconvolution are shown in inset. 

 

 

Fig. 4. Reference material spectra processed 
and decomposed by the proposed al-
gorithm for RGTh-1. An unknown spec-
trum (blue line) was matched to a fit-
ted spectrum (purple line), from which 
background (orange line), thorium 
(green line), uranium (red line), and 
potassium (pink line) were calculated. 
Residuals of the fitted spectra decon-
volution are shown in inset. 
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ond series, labeled ‘OSL/REP’, included three dolomite 

limestone samples collected from depressions at a histori-

cal mining site in Poland. All measurements, calibrations, 

and sample analyses were conducted using the setup 

shown in Fig. 1. Test sample activity concentrations were 

mass normalised to match the mass of the reference mate-

rials. 

2.6. High Resolution Gamma Spectrometry 
For comparative analysis, we used a High-Resolution 

Gamma Spectrometer (HRGS) equipped with Extended-

Range Germanium Detectors, model GX 4018, supplied 

by Canberra Industries, Inc. This detector was interfaced 

with a DSA 1000 pulse analyser, also from Canberra In-

dustries, Inc. Data analysis was conducted using the Genie 

2000 software, provided by the same company. The cali-

bration of the HRGS was done using the IAEA-RGU-1, 

IAEA-RGTh-1, and IAEA-RGK-1 reference materials 

from the International Atomic Energy Agency. Moska et 

al. (2021) provided a comprehensive description of the cal-

ibration procedure along the details on the laboratory 

equipment utilised. Typically, the counting time was set to 

80 ks, with the sample mass of approximately 100 g. To 

calculate activity concentrations for the 238U decay chain, 

the following gamma lines were used: 295.1 keV (214Pb), 

352.0 keV (214Pb), 609.3 keV (214Bi), 1120.3 keV (214Bi), 

and 1764.5 keV (214Bi). To determine the activity in the 
232Th decay chain, the gamma lines at 338.4 keV (228Ac), 

583.0 keV (208Tl), 911.2 keV (228Ac), and 2614.4 keV 

(208Tl) were used. The 40K activity concentration was ob-

tain from the 1460.8 keV gamma line. In gamma analyses, 

the measurement results for 234Th and their uncertainties 

did not allow for confirming the presence of radioactive 

disequilibrium in the 238U decay series. However, the use 

of γBeaker measurement containers enabled the re-estab-

lishment of 222Rn, thereby achieving radioactive 

equilibrium between 226Ra and its decay products. Further 

information on the measurement procedures, as well as 

those concerning apparatus, calibration, and data analysis, 

can be found in another study (Wallbrink et al., 2003). 

Comparative HRGS measurements were performed on the 

same samples. 

3. Results and discussion 

Fig. 7 displays the result of fitting spectra with the de-

scribed method to an unknown sample alongside the re-

trieved pure spectra of uranium, thorium, and potassium. 

This figure effectively demonstrates the fitting’s accuracy, 

as residuals shown in the insets, which compare the 

aligned results with the actual data. 

In Fig. 8, it is shown how uncertainties vary with meas-

urement time, both with and without inclusion of radionu-

clide correlations. The raw dose rates are determined as-

suming an infinite matrix. This calculation does not take 

into account water content, nor the a-value. 

Table 2 compares the activity concentrations of 238U, 
232Th, and 40K as measured by the NaI:Tl system and 

HRGS for various samples. The results for ‘JB’ samples 

indicate a consistent measure of 238U, 232Th decay chain 

and 40K activity concentrations across both systems within 

two standard deviations, except in the case of the 238U JB8 

sample where the consistency is noted at the 2σ level. Re-

sults of activity concentration of 238U decay chain members 

measured with HRGS are provided in appendix Table 1A. 

For the ‘OSL/REP’ samples differences, between 

NaI:Tl and HRGS are greater than for ‘JB’ samples, but 

still mostly within the 2σ level, indicating no statistical dif-

ference between these two methods. In investigated sam-

ples (Table 2) we did not observe a spectral shift during 

that would be visible in residuals during deconvolution.  

 

Fig. 7. Example result of spectrum deconvolu-
tion. To an unknown spectrum (blue 
line), a fitted spectrum (purple line) is 
matched, from which background (or-
ange line), thorium (green line), ura-
nium (red line), potassium (pink line) 
are calculated. Residuals of the fitted 
spectra deconvolution are shown in inset. 
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In Table 3, the dose rates for various samples are pro-

vided. The calculation procedure described in Section 2.4. 

For the JB samples, α and β dose rates align closely within 

a 1σ level, whereas γ dose rate aligns at a 2σ level. This 

suggests that NaI:Tl scintillators are a viable alternative to 

HRGS. The table also compares results for Na:Tl scintilla-

tors, considering both scenarios: with and without radio-

nuclide correlations (238U, 232Th, and 40K). Accounting for 

these correlations generally reduces uncertainty, notably 

by up to 6% for JB samples and significant 35% for the γ 

dose rate of the OSL/REP/1/2 sample. 

With μRate web app, variance-based sensitivity analy-

sis was performed to calculate the Sobol indices (Saltelli 

et al., 2010; Sobol, 2001). These indices quantify the ex-

tent to which each uncertain parameter contributes to the 

overall output variance. The software computes both the 

first-order sensitivity index and the total-effect index. To 

account for correlations among activity concentrations and 

other parameters, we grouped them together, treating them 

as multidimensional variables. This approach was inspired 

by Jacques et al. (2006). 

Our sensitivity analysis performed on the samples 

yielded interesting findings. For example, for the JB2 sam-

ple, we observed a reduction in uncertainty associated with 

radionuclides when considering their correlations. Simul-

taneously, as radionuclide correlations were taken into ac-

count in dose rate calculations, other components contrib-

uting to dose rate uncertainty began to emerge as more sig-

nificant factors. Fig. 9 illustrates the decrease in both the 

first-order sensitivity index and the total-effect index when 

incorporating radionuclide correlations into dose rate cal-

culations. 

 

Fig. 8. Raw α (a), β (b) and γ (c) dose rates value and uncertainties bands with and without accounting for correlations as a function of measurement time. 

 

Table 2. Comparison of 238U, 232Th and 40K activity concentrations achieved by using NaI:Tl scintillator and HRGS (high resolution gamma spectrometry). 
Uncertainties are expressed as 1σ. 

name method 
238U activity concentration 232Th activity concentration 40K activity concentration 

(Bq·kg-1) (Bq·kg-1) (Bq·kg-1) 

JB1 
NaI:Tl  17.0 ± 2.4  32.3 ± 1.4  313 ± 11 
HRGS  16.73 ± 0.69  31.85 ± 0.74  324 ± 28 

JB2 
NaI:Tl  14.3 ± 2.4  35.8 ± 1.4  309 ± 11 

HRGS  17.87 ± 0.75  34.7 ± 1.2  317 ± 27 

JB4 
NaI:Tl  21.1 ± 2.5  53.1 ± 1.4  411 ± 12 
HRGS  20.69 ± 0.72  56.5 ± 1.8  424 ± 35 

JB6 
NaI:Tl  15.7 ± 2.5  48.7 ± 1.5  418 ± 12 

HRGS  20.86 ± 0.73  49.3 ± 1.6  424 ± 35 

JB7 
NaI:Tl  18.5 ± 2.3  35.5 ± 1.3  448 ± 12 

HRGS  21.25 ± 0.80  38.3 ± 1.3  462 ± 39 

JB8 
NaI:Tl  15.7 ± 2.4  39.6 ± 1.4  494 ± 12 
HRGS  22.91 ± 0.84  40.6 ± 1.4  501 ± 42 

OSL/REP/1/1 
NaI:Tl  21.4 ± 2.7  99.8 ± 1.7  46 ± 11 
HRGS  24.50 ± 0.80  98.1 ± 1.9  74.7 ± 7.6 

OSL/REP/1/2 
NaI:Tl  12.5 ± 2.0  11.1 ± 1.1  127.8 ± 9.0 
HRGS  14.70 ± 0.50  14.20 ± 0.70  154 ± 12 

OSL/REP/1/3 
NaI:Tl  25.9 ± 2.7  70.8 ± 1.7  272 ± 12 
HRGS  31.8 ± 1.0  73.4 ± 1.6  305 ± 24 

 

 



GEOCHRONOMETRIA | DOSE RATE MEASUREMENTS WITH CORRELATED U, Th AND K UNCERTAINTIES USING FULL NaI:Tl GAMMA… 

8 

In our approach, multiple factors affect the precision 

and accuracy of radionuclide concentration determination 

and subsequent dose rate calculations. Notably, for brief 

measurement periods, such as a few minutes to hours, the 

software is prone to identifying multiple local minima, re-

sulting in a range of possible solutions. This issue tends to 

resolve with longer measurement durations. This aspect is 

a more profound in classical net peak counts determination. 

Our calibration is based on IAEA-RGU-1 and IAEA-

RGTh-1 reference materials, which are in a state of secular 

equilibrium. We operate under the assumption that our 

samples are nearly in this equilibrium state, expecting that 

our isolated uranium and thorium spectra will contribute 

accurately to our measured spectra. This assumption, how-

ever, may not be valid for all material types, as some envi-

ronmental materials may be in radioactive disequilibrium 

(Bonczyk et al., 2022; Méndez-Quintas et al., 2019; 

Michalik et al., 2020; Sakoda et al., 2010). While 

Table 3. Comparison of α, β, and γ dose rates achieved by using NaI:Tl scintillator and HRGS, taking into account and excluding correlations in the case 
of NaI:Tl scintillator. Uncertainties are expressed as 1σ. 

name method 
α dose rate β dose rate γ dose rate 
Gy·ky-1 Gy·ky-1 Gy·ky-1 

JB1 

NaI:Tl – correl.  0.041 ± 0.023  1.024 ± 0.064  0.648 ± 0.055 

NaI:Tl – uncorrel.  0.041 ± 0.023  1.024 ± 0.068  0.648 ± 0.059 

HRGS  0.040 ± 0.022  1.043 ± 0.089  0.648 ± 0.057 

JB2 

NaI:Tl – correl.  0.042 ± 0.023  1.010 ± 0.063  0.663 ± 0.056 

NaI:Tl – uncorrel.  0.042 ± 0.023  1.010 ± 0.066  0.663 ± 0.060 

HRGS  0.044 ± 0.024  1.052 ± 0.088  0.681 ± 0.060 

JB4 

NaI:Tl – correl.  0.062 ± 0.034  1.388 ± 0.084  0.951 ± 0.079 

NaI:Tl – uncorrel.  0.062 ± 0.034  1.388 ± 0.088  0.951 ± 0.082 

HRGS  0.064 ± 0.036  1.43 ± 0.12  0.992 ± 0.085 

JB6 

NaI:Tl – correl.  0.054 ± 0.030  1.339 ± 0.081  0.876 ± 0.071 

NaI:Tl – uncorrel.  0.054 ± 0.030  1.339 ± 0.084  0.876 ± 0.074 

HRGS  0.058 ± 0.032  1.40 ± 0.12  0.920 ± 0.079 

JB7 

NaI:Tl – correl.  0.045 ± 0.024  1.361 ± 0.083  0.779 ± 0.065 

NaI:Tl – uncorrel.  0.045 ± 0.025  1.361 ± 0.086  0.779 ± 0.069 

HRGS  0.049 ± 0.027  1.43 ± 0.12  0.834 ± 0.074 

JB8 

NaI:Tl – correl.  0.046 ± 0.025  1.466 ± 0.088  0.833 ± 0.068 

NaI:Tl – uncorrel.  0.046 ± 0.026  1.466 ± 0.091  0.833 ± 0.072 

HRGS  0.052 ± 0.029  1.55 ± 0.13  0.896 ± 0.080 

OSL/REP/1/1 

NaI:Tl – correl.  0.123 ± 0.063  0.795 ± 0.037  1.244 ± 0.042 

NaI:Tl – uncorrel.  0.123 ± 0.063  0.795 ± 0.043  1.244 ± 0.049 

HRGS  0.124 ± 0.063  0.877 ± 0.040  1.270 ± 0.045 

OSL/REP/1/2 

NaI:Tl – correl.  0.025 ± 0.013  0.476 ± 0.025  0.318 ± 0.018 

NaI:Tl – uncorrel.  0.025 ± 0.013  0.476 ± 0.032  0.318 ± 0.028 

HRGS  0.031 ± 0.016  0.575 ± 0.035  0.390 ± 0.017 

OSL/REP/1/3 

NaI:Tl – correl.  0.087 ± 0.044  1.075 ± 0.039  1.032 ± 0.032 

NaI:Tl – uncorrel.  0.087 ± 0.045  1.075 ± 0.044  1.032 ± 0.039 

HRGS  0.094 ± 0.049  1.200 ± 0.062  1.119 ± 0.038 
 

 

 

 Fig. 9. Sensitivity analysis of 
dose rates obtained from 
the JB2 sample for (a) un-
correlated and (b) corre-
lated radionuclides using 
NaI:Tl. The dotted line il-
lustrates the reduction of 
uncertainty components 
related with radionu-
clides. 
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radioactive disequilibrium is infrequently mentioned in 

TCD literature, our method still holds potential applicabil-

ity. Moreover, the type of material being analysed can sug-

gest the likelihood of disequilibrium. The presence of dis-

equilibrium not only shifts the results but also necessitates 

incorporating these variations into the dose rate calculation 

model (Degering and Degering, 2020). 

The capability of our method to summing pure spectra 

into the measured spectrum indicates its utility as a poten-

tial tool in identifying certain disequilibrium types in ma-

terials. By inspecting the residuals from fitting processes 

and evaluating the goodness of fit, it might be possible to 

detect disequilibrium in samples. This, for a specific sam-

ple, can be an indicate the need for more comprehensive 

investigations using other techniques like HRGS, Instru-

mental Neutron Activation Analysis (INAA), or Induc-

tively Coupled Plasma Mass Spectrometry (ICP-MS). 

4. Conclusions 

Our new method for analysing spectral data processes, 

fits, and isolates pure uranium, thorium, and potassium 

spectra (Fig. 7), providing accurate estimates of unknown 

radionuclides.  

The NaI:Tl scintillator method presented here suffi-

ciently measures radionuclide concentrations (Table 2) 

and dose rates (Table 3), with the results being in agree-

ment with the HRGS results on the 2σ level. This new ap-

proach processes full spectra and allows for calibration 

with mixed standards. It includes correlation, reduces 

measurement time, and enhances efficiency (see Fig. 8) 

without compromising accuracy. Fig. 9 demonstrates a no-

table reduction in the uncertainty associated with radionu-

clide measurements. Correlated uncertainties arising from 

radionuclides estimates are significantly lower than uncor-

related (Figs 8, 9), although other sources of uncertainty 

are more dominant (Fig. 9). 

There are several advantages to this method. First, it 

allows the analysis of entire spectra, enabling the assess-

ment of U, Th, and K estimates with shorter counting times. 

Second, it incorporates correlated uncertainties in dose rate 

calculations, slightly reducing the overall dose rate uncer-

tainty. In principle, a similar approach can be used to cali-

brate the system for on-site measurements using calibra-

tion blocks. This would allow the estimation of not only 

gamma dose rates but also beta and alpha dose rates with 

relatively short counting times.  

This method has promising applications in environ-

mental activity concentration assessments and the dating 

of geological samples. 
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Appendix A 

Table 1A contains activities concentration measured 

of 238U decay chain radionuclides measured with HRGS.  

 

  

Table 1A. Comparison of 238U decay chain radionuclides measured with HRGS. Uncertainties are expressed as 1σ. 

name 

214Pb 
295.1 keV 
(Bq·kg-1) 

214Pb 
352.0 keV 
(Bq·kg-1) 

214Bi 
609.3 keV 
(Bq·kg-1) 

214Bi 
1120.3 keV 
(Bq·kg-1) 

214Bi 
1764.5 keV 
(Bq·kg-1) 

Weighted mean*  
(Bq·kg-1) 

JB1  17.3 ± 1.4  17.1 ± 1.0  16.3 ± 1.1  15.9 ± 3.0  15.6 ± 2.7  16.73 ± 0.69 

JB2  18.0 ± 1.5  17.7 ± 1.0  18.0 ± 1.3  16.2 ± 3.0  19.7 ± 3.1  17.87 ± 0.75 

JB4  23.0 ± 1.5  20.3 ± 1.0  20.4 ± 1.1  18.5 ± 2.3  20.5 ± 2.3  20.69 ± 0.72 

JB6  22.2 ± 1.4  21.0 ± 1.1  21.1 ± 1.2  18.4 ± 2.1  18.3 ± 2.2  20.86 ± 0.73 

JB7  20.6 ± 1.5  20.9 ± 1.2  21.6 ± 1.3  18.6 ± 2.9  27.5 ± 3.0  21.25 ± 0.80 

JB8  24.4 ± 1.7  23.1 ± 1.2  23.5 ± 1.3  18.5 ± 2.9  19.7 ± 2.7  22.91 ± 0.84 

OSL/REP/1/1  24.04 ± 1.4  24.7 ± 1.4  24.9 ± 1.5  25.9 ± 2.9  22.3 ± 2.5  24.50 ± 0.80 

OSL/REP/1/2  14.92 ± 0.89  14.32 ± 0.81  14.87 ± 0.89  13.9 ± 1.9  13.1 ± 1.7  14.70 ± 0.50 

OSL/REP/1/3  33.1 ± 1.7  31.4 ± 1.6  30.9 ± 1.7  33.0 ± 3.1  34.3 ± 2.7  31.8 ± 1.0 
 

* assumed as 238U decay chain activity concentration 
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